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ABSTRACT
This paper describes the motivation, design, and implementation
of Intel® Machine Learning Scaling Library (MLSL) and presents
proof-points demonstrating DL training on 100s to 1000s of nodes
across Cloud and HPC systems.

1 INTRODUCTION
Deep Learning (DL) is driving the adoption of Machine Learning
(ML) and Artificial Intelligence (AI) across a wide range of appli-
cation domains such as image recognition, natural language pro-
cessing, and autonomous driving. The exponential growth in use
of large deep neural networks has accelerated the need for training
these deep neural networks in hours or even minutes. This can
only be achieved through scalable and efficient distributed train-
ing, since a single node/card cannot satisfy the compute, memory,
and I/O requirements of today’s state-of-the-art deep neural net-
works. However, scaling synchronous Stochastic Gradient Descent
(SGD) is still a challenging problem and requires continued re-
search/development. This entails innovations spanning algorithms
[6, 11], frameworks [1, 7, 9], communication libraries [2, 8, 15],
and system design [10]. In this paper, we describe the philosophy,
design, and implementation of Intel® Machine Learning Scaling Li-
brary (MLSL) and present proof-points demonstrating DL training
on 100s to 1000s of nodes across Cloud and HPC systems.

2 DESIGN CHOICES AND INSIGHTS
The common parallelization techniques for partitioningwork across
multiple nodes, are data parallelism (replicating the entire model)
and model parallelism (distributing the model). In [4], we present a
detailed theoretical analysis of computation and communication
involved in DL training. Based on this analysis, we derived the
compute to communication ratio that captures the number of com-
pute operations per layer to the communication volume. The goal
is to maximize this ratio for best scaling. For data parallelism, we
observe that this ratio is a function of the size of output feature-
maps, mini-batch size and effectiveness of overlap. Interestingly,
it does not depend on the kernel size or number of input/output
feature maps or stride. We use these insights to guide different
design choices for realizing scalable distributed training.
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Choosing the right work partitioning strategy: First, using the
methodology in [4], we identify the optimal parallelization strategy
for each layer depending on the type of the layer (convolutional,
fully connected, etc.), size of output feature maps, and so on. Further,
we developed a novel work partition strategy, called hybrid paral-
lelism, which partitions the work across both the data and model
using the concept of node groups; i.e. nodes within a group employ
model parallelism and data parallelism is used across groups. One
could consider data and model parallelism as two extreme design
points of hybrid parallelism with node group size being one and all
nodes respectively.
Increasing concurrencywith large batch training: For data par-
allelism, we observe that the compute to communication ratio is
proportional to the mini-batch size. This implies, scaling will be
negatively impacted as we strong-scale the mini-batch and the
mini-batch per node drops. More specifically, communication starts
dominating total execution time since communication tends to
become more latency bound and there’s lesser compute to hide
communication. Hence, large batch training is essential for efficient
scaling and this observation is in line with recent efforts enabling
large mini-batch in training without affecting accuracy [6, 11, 18].
Overlapping communication and computation: Unlike model
parallelism, in data parallelism, there’s significant opportunity to
overlap communication with compute. Each node computes partial
weight gradients for its mini-batch in the back-propagation step in
each layer and aggregates these partial gradients across all nodes
using an allreduce operation. These aggregated weight gradients
are used to update the weights and only required right before the
forward propagation step for that layer in the next iteration. This
is captured in the compute to communication ratio and relies on
networking library/HW’s ability to asynchronously progress com-
munication and framework’s ability to schedule communication to
maximize compute-communication overlap.
Prioritizing latency-bound communication:While overlapping
communication with computation across layers is indispensable,
the overheads of the first layer’s weight gradient communication
in data parallelism is fully exposed given lack of useful compute to
overlap communication. In other words, while network bandwidth
is critical for all other layers, optimizing for network latency is
essential for the first layer since size of the weight gradients are
typically small(er). This motivates the need for further prioritizing
and completing the first layers communication operations before
communication operations from later layers even though they were
issued earlier. Similarly, in the case of model/hybrid parallelism,
activation communication must be prioritized as they may block
the next layer’s compute.



Reducing communication volume: Finally, scaling can be fur-
ther improved by reducing the volume of communicated data. For
instance, this can be achieved through message compression and/or
quantization [5, 13, 16]. The growing adoption of lower precision
for training, has an impact of communication/scaling as well. At
a minimum, while communication should support the same pre-
cision as the compute, the precision for communication could be
further reduced allowing for improved scaling. However, this entails
frameworks, libraries and HW to natively support low precision
communication, for guaranteeing correctness and realizing the
performance potential.

We now present Intel®Machine Learning Scaling Library (MLSL),
a core component of our solution stack embodying many of the
optimizations and design choices just described.

3 MACHINE LEARNING SCALING LIBRARY

Figure 1: Intel MLSL Architecture

Figure 1 presents the MLSL SW architecture. At the highest level,
MLSL exposes two interfaces for frameworks: collectives and DL
layer. The collectives API is similar to Message Passing Interface
(MPI) collectives interface and supports commonly used collec-
tive operations found in DL/ML workloads. The DL Layer API is
a higher-level interface that abstracts the exact communication
operation depending on the type of parallelism chosen (data, model,
or hybrid) for each layer of the neural network at runtime, thus
reducing the hassle of supporting these different scenarios within
each framework explicitly.

Regardless of the chosen interface, MLSL’s runtime implementa-
tion enables novel DL specific optimizations unavailable in MPI and
other communication libraries, such as asynchronous progress for
compute-communication overlap, dedicating one or more cores for
driving the network in an optimal manner, message prioritization,
and collectives in low-precision data types. MLSL’s flexible API
enables these runtime optimizations to be applied across frame-
works and lowers the effort required in optimizing each framework
independently. Furthermore, MLSL uses existing communication
libraries, such as MPI, for commonly used control path operations
but only implements performance critical data path operations in
an optimal manner.

The benefits of MLSL’s design and implementation becomes self-
evident when examining one of the DL-specific communication
optimizations in greater detail. Like mentioned earlier, with data
parallelism the weight gradient communication in the first layer is
latency bound and the updated weights are required immediately
in the forward pass. However, MPI interface and implementations

do not support prioritizing such messages. MLSL’s message prioriti-
zation feature overcomes this limitation by preempting an ongoing
large weight gradient exchange operation from one of the later
layers and instead prioritizes the smaller weight gradient allreduce
from the first layer to proceed. The preempted operations are com-
pleted in an optimal manner as and when they are required in the
forward pass and not necessarily the order in which they were orig-
inally issued. This optimization resulted in 1.8x to 2.2x reduction
in exposed communication time for standard topologies such as
Resnet-50, VGG-16, and Googlenet on Intel® Xeon® Gold 6148 pro-
cessors (code-named Skylake) and 10Gbps Ethernet. Additional DL
specific optimizations, such as message quantization and persistent
collectives [14], are currently being evaluated and will be made
available as part of upcoming MLSL SW releases.
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Figure 2: Resnet-50 scaling on Intel Xeon / Omnipath

MLSL has been integrated with numerous DL frameworks, in-
cluding but not limited to, BVLC Caffe [7], Google⋆TensorFlow,
and Intel® nGraph™[9]. While the integration strategy differs in
each case, the use of a single library facilitates common set of
optimizations across all these frameworks. For instance, Figure 2
presents Resnet-50 scaling on Intel® Xeon® Gold 6148 processors
(code-named Skylake) and Intel Omnipath fabric using Intel Caffe
and MLSL demonstrate 90% scaling on 256 nodes (75.8% top-1 vali-
dation accuracy). Further, this solution has been used to scale deep
neural networks solving scientific pattern classification problems
to 9600 Xeon-Phi nodes [12] and to train Resnet-50 in 40 minutes
on 256 nodes on the MareNostrum system at Barcelona Supercom-
puting Center [3]. For TF, we have developed a new distributed
solution that adopts Uber Horovod [17] interface but uses MLSL to
achieve higher scaling performance over the out-of-box Horovod
MPI implementation. We observe >93% scaling efficiency on the
fore-mentioned Intel® Xeon® system on 64 nodes. For nGraph, we
added new graph passes to insert non-blocking MLSL collective
operations and novel scheduling optimizations to ensure maximum
compute-communication overlap. More details on MLSL with TF
and nGraph will be shared in the near future.

We plan to continue extending MLSL with novel DL features
and optimizations. We are actively looking for collaborating with
researchers/developers interested in using MLSL and extending the
scaling envelope for DL workloads.
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