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Motivation and Previous Work

As convolutional layers are computationally intensive and dom-
inate the total execution time of modern, deep Convolutional
neural networks (ConvNets) [15, 22, 24, 25], many efforts have
been made to improve the performance of the convolutional
primitives for CPUs [1, 6, 26, 31, 33], GPUs [4, 7, 19, 27] or
both [32]. An important class of improvements is to reduce
the computations required for a convolution. Several efforts
employed FFT-based convolutions to reduce the required com-
putations for GPUs [19, 27] and CPUs [31, 32].

Recently, Lavin et al. [16] proposed an algorithm based on
the Winograd algorithm for minimal filtering, originally de-
veloped for fast computation of finite impulse response (FIR)
filters [30]. The key idea of the Winograd–based convolution is
similar to the one based on FFTs. The inputs and the kernels
are first transformed, and then an element–wise multiplication,
which is an equivalent problem to a matrix multiplication, is
performed. An inverse transformation of the result yields the
result of the convolution. Unlike the FFT–based convolution,
where the point-wise multiplications are done in the complex
domain, the Winograd–based convolution operates on real num-
bers, thus requiring fewer operations.

After Lavin et al. [16] demonstrated that Winograd–based
convolution can be more efficient than FFT in reducing the
number of multiplications, especially for small 2D kernels
(e.g. 3 × 3), Nervana [4] and Nvidia’s cuDNN [7] had imple-
mented Winograd–based convolution for GPUs. CPU imple-
mentations were also provided by FALCON [1], LIBXSMM[5],
Intel MKL-DNN [2] and Budden et al. [6]. In addition, cur-
rently available implementations support only 2D convolutions
and single kernel size (3 × 3), which restricts the range of the
application of Winograd–based convolution. 3D ConvNets are
becoming important, as they have been successfully applied to
many fields [9, 14, 20, 21].

Our work on the design, implementation and evaluation of a
fast Winograd-based implementation is motivated by the fact
that current Winograd–based implementations for multicore or
manycore CPUs perform well below the hardware capability.
In many cases, they under–performed more computationally
expensive, but more optimized implementations, such as direct
convolutions.

Our Contributions and Novelty

Several challenges make it difficult to fully utilize the hardware
resources on modern CPUs. (1) Winograd–based convolution
might access the memory subsystem inefficiently, which may
cost more than the time saved by performing fewer computa-
tions. (2) Winograd-based convolution requires efficient ma-
trix multiplications on tall and skinny matrices. Optimized
libraries for matrix multiplication, such as Intel MKL and
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LIBXSMM [10, 11] do not achieve satisfactory performance
on such matrices [17, 29]. (3) The increasing of thread and
data level parallelisms requires new scheduling algorithms that
minimize load balancing and synchronization overhead for
manycore CPUs.

This paper offers two main contributions. First, we present a
new implementation for Winograd–based convolution for many-
core CPUs. It is the first publicly available implementation that
supports N–dimensional ConvNets with arbitrary kernel and
tile (transformation) sizes. Second, to address the aforemen-
tioned challenges, we propose several novel optimizations for
manycore CPUs, including:

• a custom data layout that allows efficient memory access
by using only vector loads and stores, and using streaming
stores when the data will not be required in the near future,

• a method to organize memory access patterns to minimize
TLB misses, as well as amortize the memory access overhead
by interleaving computation with memory operations,

• a novel JIT code generator to generate optimal matrix multi-
plication routines for matrices of relevant sizes to maximize
cache locality, and

• a static scheduling method for even parallel execution on the
available cores to minimize synchronization overheads.

We have implemented these ideas and evaluated our imple-
mentation with several representative ConvNets on an Intel
manycore CPU (Knights Landing) [12]. Our implementation is
publicly available [3].

Evaluation

We benchmarked our implementation and other CPU imple-
mentations on an Intel Xeon Phi 7210 (Knights Landing, KNL)
node, which has 64 cores, capable of approximately 4.5 TFLOPS
of single precision floating points, and 400 GBytes/s bandwidth
memory. For GPU methods, we evaluated on an Nvidia Titan
X Pascal, capable of approximately 11 TFLOPS for FP32.

To evaluate 2D ConvNets, we chose the VGG-A version
of OxfordNet [24] and FusionNet [23]. For 3D ConvNets, we
chose C3D [21] and 3D U–Net [8]. We benchmarked the most
computationally expensive convolutional layers of each net-
work. Fig. 1 shows the execution times. For our implementation,
we show the speeds of various tile sizes, i.e., F (m, r ), whose
definition can be found in [16]. The columns annotated with
“FX” assume no kernel transformation, which are suitable for
inference–only computation.

2D networks FALCON’s Winograd implementation only
supports F (2x2, 3x3). Our implementation achieved speedups
between 1.08x and 5.39x. With larger F (m, r ), our implementa-
tion achieved up to 8.33x speedup. MKL-DNN and LIBXSMM
only support F (4x4, 3x3). Our implementation achieved speedups
ranging from 1.59x to 2.84x over MKL-DNN and from 1.32x
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Figure 1: Convolution layers’ runtime with different implementations. MKL-DNN’s Winograd–based convolution produces segmentation
faults for 4 of 5 FusionNet layers. The columns annotated with “FX” do not perform kernel transformations.

to 4.05x over LIBXSMM. With larger F (m, r ), our implementa-
tion achieved up to 3.34x speedup over MKL-DNN and 5.07x
over LIBXSMM. CuDNN’s 2D Winograd implementation for
the GPU outperformed ours by an average of 1.5x, while run-
ning on a GPU that is capable of roughly 2.5x FLOPS than the
KNL processor, indicating that we better utilize the hardware.

For the Winograd algorithm proposed by Budden et al. [6]
for CPUs, there is no publicly available code. Their measured
throughput of the sample network (3 layers with 32 channels
each, and unusual kernel size of 4x4) on an 18-core Intel E7-
8890 CPU (Haswell) was 10.9 MVox/s. For the same network,
our approach achieved roughly 100 MVox/s (9x speedup) on the
KNL. Since the peak FLOPS of the E7-8890 CPU is roughly
1/3 of the KNL processor, we can estimate that our algorithm
achieves 3x better utilization of the hardware.

3D networks Since all Winograd (CPU and GPU) imple-
mentations support only 2D, we could only perform limited
benchmarks for 3D ConvNets. We achieved better performance
than the approach proposed by Zlateski et al. [33] by 6x, cuDNN’s
matrix–multiply based convolution by 2x, and cuDDN’s FFT
based convolution by 8x.

Effects of tile size Theoretically, for Winograd, i.e. F (m, r ),
the larger the m, the more operations can be saved at the ma-
trix multiplication stage. However, in reality, large values of
m can lead to a computation overhead due to the following
reasons: (1) The dimension length of output images has to be
divisible by m, otherwise, the image is zero padded, increasing
the number of operations at both transformation and matrix
multiplication stages. This is the main reason why, for some
layers, larger ms did not achieve better performance. (2) The
number of operations for the image and kernel transformations
increases quadratically with m [18]. Since Winograd is numeri-
cally unstable [6, 16, 28], only small tile sizes can be used. Our

measurements [13] show that F (62, 32) for 2D and F (4x62, 33)
for 3D have errors small enough. Tile sizes larger than those
yield numerical errors two or more orders of magnitude larger,
when compared to direct convolution [13, 16].

Inference vs training All speedups reported above are for
training – using the implementation that transforms kernels as
well. The “FX” variation, that assumes memoized values of
the kernel transforms, can further improve the performances in
certain cases. For most of the layers, the kernel transformations
only require a small percentage of the total execution time.
However, for layers with a large number of input/output chan-
nels, the kernel transformations can take a large percentage of
time, especially when the batch size is one. This is notable for
FusionNet (layers 4.2 and 5.2).

Summary Overall, we observed an average of 66% uti-
lization of the theoretical peak FLOPS and roughly 80% of
the memory bandwidth. When compared to other existing
Winograd–based implementations, on the same hardware, an
average speedup of 3x, and in some cases more than 8x, was
observed.

Conclusion

While the Winograd–based convolution algorithm can greatly
reduce the computational complexity of convolutional layers,
it is challenging to implement it to fully exploit the hardware
performance of manycore CPUs.

Our implementation can achieve substantially better per-
formance than the existing Winograd implementations for the
CPU, competitive with GPU implementations for 2D and faster
for 3D. This was achieved by the proposed interdependent op-
timizations, each motivated by a specific hardware feature or
limitation, but designed to work together to improve overall
performances.
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