
        International Journal of Scientific Engineering and Technology                                                ISSN : 2277-1581 

              Volume No.4 Issue No5, pp: 335-337                                                                                                                       01 May. 2015 

IJSET@2015 Page 335 

 

A New Approach in Wireless Sensor Network Fingerprinting Localization by 

Affinity Propagation and K-Nearest Neighbor Method 

Pejman abdollahzadeh karegar 

Ramin shaghaghi kandovan 

Email: pejmanabd1365@gmail.com

 
Abstract: Due to the increasing development of wireless sensor 

network, localization using fingerprint has particular 

importance, Which includes database called Receive Signal 

Strength (RSS) vectors as the basis of indoor positioning, In 

this paper a clustering method called affinity propagation used 

for clustering datapoints, And then in the online phase, coarse 

localization and fine localization is utilized , in coarse 

localization an adaptive method is used with exemplars, 

eventually in fine localization the similarity of nearest neighbor 

and k-nearest neighbors is applied. Finally, the simulation 

results show the improvement of our theory compared with the 

methods of without clustering. 
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I.  Introduction  

In recent decade, the indoor WLAN positioning technology has 

caught significant attention by a variety of universities and 

research institutes[1]. time of arrival (ToA), angle of arrival 

(AoA) and received signal strength (RSS) are the three most 

representative measurements for the position estimation. 

Compared to the ToA and AoA measurements, the RSS can be 

more easily measured without any additional special hardware 

devices in current open public WLAN networks. However, the 

most significant challenge of the RSS readings is about the 

irregular variations of RSS due to the variable radio channel 

attenuation, signal shadowing, multi-path interference and even 

the variations of indoor temperature.[2] 

There are two phase, offline phase, and online phase. In the 

offline phase, we build a database of RSS fingerprint, from all 

APs, for our test bed. A number of signal strength samples, 

which is called the fingerprint, are collected for all APs Using 

portable devices. fingerprints can divide all of the datapoints to 

uniform units, each fingerprint includes RSS vectors from each 

cells of floor, and contains as a tuple <x, y, > , where <x ,y> 

indicates the physical coordinate,  indicates average RSS 

from AP
a
 i in RP

b
 j. these database is used to locate the user in 

the online phase. 

Once the database of fingerprints exists, a device calculates 

position by recording a fingerprint and “matching” to the  

                                                           
a
 Access Point 

b
Reference point 

 

database. This usually consists of measuring a “distance” 

between the recorded fingerprint and each RP fingerprint in the 

database. We will refer to this distance as the “vector distance” 

which has units related to dBm (as opposed to “geometric 

distance” in meters between the TP and an RP).[10] 

New accurate and scalable positioning algorithm is estimated to 

locate the user’s position with low computation cost in a public 

WLAN environment. this algorithm consists of two steps: (1) the 

coarse positioning step is used to obtain the cluster which the 

user belongs to; and (2) the fine positioning step is utilized to 

calculate the accurate coordinates of the user. One effective 

solution for localization is the k-nearest neighbor (kNN) 

algorithm to estimate the mobile user’s position at the centroid of 

the K closest neighbors. The closest neighbors are defined as the 

RPs which have the smallest RSS distance to the on-line new 

collected RSS readings.[3] 

The paper is organized as follows. Sections 2 addresses the 

detailed steps of the off-line affinity propagation, in section 3 on-

line cluster matching-based coarse positioning and fine 

positioning is investigated respectively. The performance of our 

proposed algorithm is verified in Section 4. Finally, Section 5 

concludes this paper. 

II. Clustering by affinity propagation 

Clustering data based on a measure of similarity is a critical step 

in scientific data analysis and in engineering systems. A common 

approach is to use data to learn a set of centers such that the sum 

of squared errors between data points and their nearest centers is 

small. When the centers are selected from actual data points, 

they are called “exemplars.” The popular k-centers clustering 

technique begins with an initial set of randomly selected 

exemplars and iteratively refines this set so as to decrease the 

sum of squared errors. k-centers clustering is quite sensitive to 

the initial selection of exemplars, so it is usually rerun many 

times with different initializations in an attempt to find a good 

solution.[1] We are going to investigate a different method and 

consider all datapoints in our database as a potential exemplar at 

the same time. We adopt a method that will send real-value 

messages throughout the network until a set of exemplars and 

corresponding clusters emerges. each similarity is set to a 

negative squared error (Euclidean distance) as: 

 

                                              (1) 

 

the value of each similarity between points build a matrix with 

L*L dimension. L is total number of Reference Points. There are 
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two kind of messages are recursively transmitted between RPs, 

the “Responsibility message”  sent from RP i to candidate 

exemplar RP k, describes the indicant fitness for RP k to be 

served as the exemplar for point i, taking into account other 

potential exemplars  for RP i . 

The “availability” a(i,k), transmitted from candidate cluster 

center point k to point i, reflects the indicant fitness for how well 

it would be for point i to select point k as its candidate cluster 

center, taking into account the support from other points that 

cluster center point k should be an exemplar for them, is define 

as: 

 

                  (2) 

 

        (3) 

    

This algorithm also takes an input value  for each data 

point, So that the points that have higher value would be more 

likely to be an exemplar, these values are known as preference. 

Number of clusters is strongly influenced by the correct choice 

of the preference values, if we assume that all of the data points 

has the same probability as exemplar, preferences should be 

equal for each RPs. it will be achieved different clusters by 

changing this value. we have assumed in our research that the 

preferences are median of all similarity values. 

 

Ш. fine and coarse localization in Online phase 

 

In the online phase, we sampled the RSS value in our test points, 

and build an RSS measurement vector:  

 

                                              (4) 

 

where , In order to reduce the space into 

subsets each of our clusters, we utilize coarse localization, and 

we reduce the whole area of data point, by cluster matching. 

It is defined similarity function as the negative of Euclidean 

distance of the online RSS vector  to the RSS vector of each 

exemplars as: 

 

                   (5) 

 

 is the RSS vector of kth exemplars. The clusters with the 

largest similarity values are chosen as the desired clusters. 

Selecting wrong clusters at this stage is the main source of error 

as the maximum localization error. So all of these methods tend 

to reduce the probability of error and thus reduce the maximum 

positioning error. At the end, our database can be limited into 

subset of  ,that   is the number of datapoints in the 

selected group. 

 

Ш. A Fine localization using K-nearest neighbor  

 

If we assume online RSS vector as:  

 , where , so that r 

is the number of test points, which in our study is 96 points. 

these RSS vectors from the online phase and RSS of each 

selected cluster members are compared as the Euclidean distance 

which can be obtained: 

 

                     (6) 

 

The reference point at which has a minimum distance with RSS 

vector of test point, has been selected as desired location. During 

sampling stage, some of Aps may be present in our database, but 

at another time, they may not be in our fingerprint, We will 

ignore this transient Aps, in this article. Another technique in 

deterministic location is considering the average distance to K 

nearest neighbors (KNN) in the signal space, which is called K-

nearest neighbor method. simulation demonstrate that the 

positioning accuracy of this method is better than nearest 

neighbor method by using affinity propagation clustering. In this 

Method ,the results are sorted from nearest neighbors, then select 

first K location, then averaged corresponding coordinates. This 

method will average all K coordinates , and each coordinate is 

weighted equally. 

             

 

IV.Experimental Results and Analysis 

 

collecting data was done at the time interval of one week on 

different days and hours,  The distances between each RPs have 

considered 1.5 and 2 m. And the sampling for each point was 

collected for 60 seconds and was measured at a sampling rate 0.5 

ms. A total of 120 samples were considered for each point. A 

number of 99 RPs and 96 TPs are intended. 

Sampling was performed by Net strumbler software, And also 

try to operate sampling during quiet days of first floor of 

engineering university of Shahr-e-Rey, that Human barriers 

influence less in our research results. Simulation results are 

shown in Figures 1, 2 and 3, Figure 1 displays the effect of 

changing the value of k on positioning mean error for clustered 

and non-clustered mode. Figures 2 and 3 are shown plots of 

cumulative distribution function in terms of errors for k-nearest 

neighbor and nearest neighbor methods. Ultimately, it will be a 

comprehensive comparison between these two methods that was 

performed according to these two diagrams. 

As you can see in Figure 1, the mean error is displayed in terms 

of k. As shown in Figure 1, the best case for mean positioning 

error is k-nearest neighbor for clustering mode and by affinity 

propagation with k = 2, that corresponding value is 1.99 m, 

Which is improved 1.7 meters in comparison with the K-nearest 

neighbor without clustering. As is known, the impact of 

clustering algorithm is a completely Specified in accuracy of 

indoor localization. 

As shown in Figures 2 and 3, priority of KNN is shown in 

comparison with NNS method, which Figure 3 is considered for 

KNN and the case of k = 2. For example, the NNS can achieved 

the probability of 40%, for error of less than 2 meters, but for 

KNN method it can be obtained with probability of 55% for the 

same error. Which KNN method represents an improvement 

compared to the NNS. 
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Figure 1 - The effect of changing the value of k on average 

positioning error for clustered and non-clustered modes 

 

Figure 2- CDF for the nearest neighbor in terms of error 

 

Figure 3- CDF Diagram of error based on KNN and for K = 2 

 

 

 

 

 

V.Conclusion 

According to the results obtained from the simulations, it can be 

easily seen the effect of clustering in localization accuracy and 

reducing the mean error location, It is also seen that with 

clustering method the complexity computation was reduced to a 

subset of each clusters. Then in online phase simulation was 

done for two methods as K-nearest neighbor and nearest 

neighbor, and CDF Diagrams in terms of error based on KNN 

and NNS were investigated, and a comparison between these two 

methods of fine localization was done. 
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