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#### Abstract

An ant colony optimization is a technique which was introduced in 1990's and which can be applied to a variety of discrete (combinatorial) optimization problem and to continuous optimization. The ACO algorithm is simulated with the foraging behavior of the real ants to find the incremental solution constructions and to realize a pheromone laying-and-following mechanism. This pheromone is the indirect communication among the ants. In this paper we introduces the partitioning technique based on the divide and conquer strategy for the traveling salesman problem (which is one of the most important combinatorial problem) in which the original problem is partitioned into the group of sub problems. And then we apply the ant colony algorithm using candidate list strategy for each smaller sub problems. After that by applying the local optimization and combining the sub problems to find the good solution for the original problem by improving the exploration efficiency of the ants. At the end of this paper we have also be presented the comparison of result with the normal ant colony system for finding the optimal solution to the traveling salesman problem.
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## 1 Introduction

The ant colony optimization first introduced in 1991 by A. Colorni M. Dorigo, and V. Mahiezzo [3]. The algorithm is simulated with the behavior of the real ants. The real ants having the capability to find the shortest path from the food source to the nest (destination) without any visual cues (Holldobler and Wilson, 1990). Ants can communicate with each other through chemical substance called pheromones in their immediate environment also, they are capable of adapting to change in the environment, for example finding a new shortest path once the old one is no longer feasible due to a new obstacle (Beckers, Deneubourg and Goss, 1992). The ants deposit some amount of pheromones on the ground while walking from nest to the food source or food source to the nest or vice versa this pheromone is the trivial factor for finding the best solution. An ant sense the pheromone deposited by the other (earlier) ants and tend to imitate the trail with stronger pheromone. So a shorter path having a higher amount of pheromone is probability and ants will tend to choose the shorter path. M. Dorigo applied this method to solve the classical TSP in 1992[1] and found that the algorithm has some advantages than others such as robustness and distributive nature. After that the ACO a meta-heuristic technique, widely applied to solve various combinatorial optimization problem such as Job-Shop Scheduling Problem, Vehicle Routing Problem, Network Routing Problem, Multiple Knapsack Problem etc. In this paper a new strategy is developed in which the large problem of the TSP is partitioned into the number of sub problems by creating the small number of cities in each group and then apply the ACS algorithm for the sub problems. The paper is organized as follows: section 2 describe the traveling salesman problem (TSP). In section 3 illustrates the ant colony system (ACS). In section 4 present the proposed algorithm for the TSP. In section 5 the proposed method is employed into several TSP problem and the result is compared with traditional ACO. The last section 6 makes the conclusion.

## 2 TRAVELING SALESMAN PROBLEM

The traveling salesman problem (TSP) is one of the well-known problem in discrete or combinational optimization. A traveling
salesman problem is the problem in which a sales man have to visit all the cities exactly ones into a given number of city set and come back to the home city in such a way the total cost of visiting the cities should be minimum. TSP is an NP-Hard problem which means there is no particular solution for solving the TSP and it is very easy to describe but so difficult to solve. Graph theory defines the problem as finding the Hamiltonian cycle with the least weight for a given complete weight graph. It is widely spread in some industrial problem such as frequency assignment, machine scheduling, cellular manufacturing etc. can be formulated as a TSP. A general Travelling Salesman Problem can be represented by a complete weighted directed graph $G=(\mathrm{V}, \mathrm{E})$, where $V=\{1,2,3 \ldots . n\}$ is a set of vertices representing cities and $E$ being the set of arcs fully connecting the nodes [8]. In addition, $E$ is associated with the set $D$ representing costs $d$, where dij is the metric of the distance between the cities $i$ and $j$. dij can be defined within the Euclidean space and is given as follows:

$$
d_{i j}=\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}
$$

The objective of the TSP is to find shortest closed tour in V such that each city is visited once and only once.

## 3 ANT COLONY SYSTEM

## 1. Background:

The Ant Colony System (ACS) builds on the Ant System, which is inspired from the foraging behavior of the real ant. Real ants are capable of finding the shortest path from foot source to the nest without any visual cues [10] this is called stigmergic communication between ants. The ants deposit some amount of chemical substance (called pheromone) on the ground while walking in searching of food source. This pheromone acting as memory preservation for ants in order to come up with the shortest path so this pheromone is useful for increasing the probability of other ants following the same path which are proportioned to the density of the pheromone. The more ants walk on a trail, the more pheromone is deposited on the ground and more ants follow the trail. Through this mechanism ants will find the shortest path. The figure 1 shows
the behavior of the real ants. In figure 1A the real ants follow a path between nest and food source in a straight line. In fig 1B an obstacle appears on the path in this point ant choose whether to turn right or left with equal probability because there is no pheromone trail, at this point some ants will choose the upper path and some ants will choose the lower path. In fig 1C pheromone is deposited more quickly on the shorter path. After sometime all ants have chosen the shorter path as shown in fig 1D.


Fig 1.
A: Ants in a pheromone trail between nest and food.
B: an obstacle interrupts the trail.
C: Ants find two paths to go around the obstacle.
D: A new pheromone trail is formed along the shorter path

## 2. Mathematical Model of ACS:

The ant colony system is differ from the ant system in there aspects: first is the state transition rule (pseudo-random proportional rules) which provide the balance between exploration of new edges and exploitation of a priori. Second is the local pheromone updating rule is applied while ants construct a solution. And third is the global updating rule is applied only to edges which belong to the best ant tour. The ACS algorithm is reported in fig. 2, in the following we discuss the three aspects of ACS in brief.

### 2.1. ACS State Transition Rule:

An ant positioned on node $r$ chooses the city $s$ to move to by applying the given rule:

$$
s=\left\{\begin{array}{r}
\arg \max _{u \epsilon j_{k}(r)}\left\{[\tau(r, u)]^{\alpha} \cdot[\eta(r, u)]^{\beta}\right\}  \tag{1}\\
\text { if }\left(q \leq q_{0}(\text { exploitation })\right. \\
S, \quad \text { otherwise (biased exploration) }
\end{array}\right.
$$

Where $\tau$ is the pheromone, $\eta=1 / d$ is the inverse of the distance $\mathrm{d}(\mathrm{r}, \mathrm{s}) . j_{k}(r)$ is the set of cities that remain to be visited by k ant positioned on city r. $\beta$ is a parameter which
determines the relative importance of pheromone density versus distance $(\beta>0) . \mathrm{q}$ is a random number uniformly distributed in [0....1], $q_{0}$ is a parameter $\left(0 \leq q_{0} \leq 1\right)$, the parameter $q_{0}$ determines the relative importance of exploitation versus exploration. $S$ is a random variable selected according to the probability distribution given by:
Every time an ant in city $r$ has to choose a city s to move to, it

$$
P_{k}(r, s)= \begin{cases}\frac{[\tau(r, s)]^{\alpha} \cdot[\eta(r, s)]^{\beta}}{\sum_{u \epsilon j_{k}(r)}[\tau(r, u)]^{\alpha} \cdot[\eta(r, u)]^{\beta}}, \text { if } s \in j_{k}(r)  \tag{2}\\ 0, & \text { otherwise }\end{cases}
$$

samples a random number $q(0 \leq q \leq 1)$. If $q \leq q_{0}$ then the best edge is chosen (exploitation) according to (1). Otherwise an edge is chosen according to (2) (biased exploration)

### 2.2. Local Pheromone Update Rule:

While construction a tour, an ant will modified the pheromone level on the visited edges using the local pheromone updating rule by:

$$
\begin{equation*}
\tau(r, s) \leftarrow(1-p) . \tau(r, s)+p . \Delta \tau_{0} \tag{3}
\end{equation*}
$$

Where:

$$
\Delta \tau_{0}=\left(1 / L_{m n} \cdot n\right)
$$

Where Lmn is a tour length produced by nearest neighbor heuristic and $n$ is the total no of cities.

### 2.3. Global Pheromone Update:

After all ants have constructed a tour, only the globally best ant which produces the shortest tour from the beginning of the trail will be allowed to do pheromone update using the global pheromone updating rule.

$$
\begin{equation*}
\tau(r, s) \leftarrow(1-p) \cdot \tau(r, s)+p \cdot \Delta \tau(r, s) \tag{4}
\end{equation*}
$$

Where:

$$
\Delta \tau(r, s)=\left\{\begin{array}{lr}
\frac{1}{L_{g b}}, & \text { if }(r, s) \in \text { Global best tour } \\
0, & \text { otherwise }
\end{array}\right.
$$

Where Lgb is the length of globally best tour from the beginning of the trail.

### 2.4 Candidate List Strategy

The candidate list is a strategy that is applied to the TSP to

## Initialize

Set the initial pheromone values for all edges, populate the cost matrix with the distances between the cities
Loop /* at this level each loop is called an iteration */
Each ant is positioned on a starting node
Loop /* at this level each loop is called a step */
Each ant applies a state transition rule to incrementally build a solution and a local pheromone updating rule
Untill all ants have built a complete solution A global pheromone updating rule is applied
Untill End_condition
improve the performance of the ACS algorithm. It was proposed by Gambardella to accommodate searching procedure of ACS for larger data. In the ACS algorithm, when an ant choose the next city, the probability of its transfer from city $i$ to city $j$ needs to be computed, and then the city whose decision probability is first need to consider those preferred cities listed in the candidate list. Only when an ant cannot find suitable city to choose then the decision to choose a city will consider those which are outside of the candidate list. The algorithm for creating the candidate list is given below:

```
candidate_list=n/4 /*size of candidate list*/
determine cities that not yet visited
do
    for \(\mathrm{i}=1\) to n
        if city \(s\) is not yet visited
        determine distance between city \(r\) and city \(s\)
if distance < distance of previous city s
    move city s into node_list
end for
    candidate_list=node_list
while (until candidate_list is full)
```


## 4 PROPOSED APPROACH

To improve the performance of ACS algorithm, the proposed approach is based on the divide and conquer partition scheme. A 2-dimensional partitioning scheme was proposed by Karp which was similar to the construction of a kdimensional tree data structure [11]. It involved geometrically partitioning of the cities and then applied local optimization for improvement. Alternative partitioning schemes were introduced by Reinelt [8] but the experimental result concluded that these approaches are not preferable to Karp's partitioning scheme. The ACS algorithm is better for problem of smaller size having less number of cities because of the random nature of the algorithm in which a large number of random decisions made on weighted choice are required to come together to construct an efficient solution as the size of the problem is increases. In the proposed approach the set of all the cities for a problem ( S ) is further sub divided into two disjoint sets S1 and S2 (In the proposed algorithm we use the nearby cities partition scheme to create the sub problems) and then proceed to find the solution of these two sub problems separately by applying the ACS algorithm using candidate list that generate a candidate tour. The candidate list applying only when the number of cities in the sub problems is very large or the number of cities is greater than 4 . The overall solution or the original path is obtained by the conjunction of the solution given by these sub problems. Now focusing on reducing the length of the segments formed by the sub sets in the original problem in such a way that the nearby city of the two separate sub problems are joined at end point of the path and, after joining the end point of all the sub problems the original path can be obtained. The greedy edge exchange is used for optimizing the path by joining two sub problems. For joining the two sub problems we have chosen the closed city between the two sub problems and apply the path between these two cities and avoid the closed path of the sub problems for joining, repeat the same process for all sub problems to obtain the complete path. As the search space for these two sub problems get reduced because of the division of the cities from the original problem, the efficiency and accuracy of the ACS algorithm is much greater for these sub problems. The
accuracy of the overall solution is upper bounded by the accuracy of the division of the cities for each sub sets, which is depend on the accuracy of the candidate tour. The proposed algorithm is combined with candidate list and the recursive approach that is applied to the sub problems to find the solution. Each ant builds a tour by repeatedly applying a stochastic greedy rule. While constructing the tour, an ant also modifies the amount of pheromone on the visited edges by applying the local updating rule. Once ants have completed a tour they use their memory to evaluate the built solution and to retrace the same tour backward and increase the intensity of the pheromone trails $\tau(i, j)$. If j has not been visited previously, it can be selected with a probability that is proportional to the pheromone associated with edge (i,j). In the proposed system all the ants deposit pheromone. Once all ants have terminated their tour, the amount of pheromone on edges is modified again. Ants are guided in building their tour, by both heuristic information and by pheromone information. An edge with a large amount of pheromone is a very desirable choice. The proposed algorithm is:.

## 5 EXPERIMENTAL RESULT

The algorithm has been implemented in .NET using C\# and all problem instances studied as test cases in this paper are TSPs taken from TSPLIB [24]. In this study, we compared our proposed algorithm results with those of the ACS algorithm in the aspects of algorithm convergence and experiment results.

Step 1: Partitioning the problem into N number of sub problems using the nearby city strategy, with the help of cost matrix.
Step 2: Initialization of parameters for each sub problems
Step 3: for sub problems 1 to N
Loop /* this level loop is called iteration*/
Each ants is positioned on a starting node according
to distribution strategy.
For $\mathrm{k}=1$ to $\mathrm{m} /{ }^{*}$ this level called step*/ Repeat:

Compute Candidate List /* for the large
group size or group size $>4$.*/
Select node $j$ to be visited next according to eq. (3)
Until ant k has completed a tour
End for
Apply the local search to improve tour.
A local updating rule is applied as eq (5)
Until end_condition
End for
Step 4: for each sub problems
Find the closed city between two sub problems using cost matrix.
Apply edge exchange for the local optimization of the tour.
Apply Global updating rule as eq. (4).
For each test case of TSP 10 trails were conducted. The performance of the algorithm is based on the correct tuning of the parameters. We set the parameters for the ACS as follows: $\alpha=1, \beta$ is the dynamically value for the proposed algorithm and $\beta=2$ for the TSP, $\rho=0.75, \mathrm{q}_{0}=.95$ and the number of ants is 30 . In the following table 1 we have recorded the effect of the division of cities into sub problems for the Eil51. The
result is obtain by applying the different group size to the problem. The given table shows that the result obtain by the group size of 5,12 and 18 are equal but the best result is
obtain by the group size of 12 because it has minimum number of pheromone update count..

| TABLE 1 Result Obtained for TSP Eil51 |  |  |  |
| :--- | :--- | :--- | :--- |
| S. No. | Group Size | Result <br> Obtained | Pheromone <br> update count |
| 1 | 3 | 443.06 | 96 |
| 2 | 5 | 433.59 | 88 |
| 3 | 7 | 439.46 | 64 |
| 4 | 10 | 455.13 | 76 |
| 5 | 12 | 433.59 | 65 |
| 6 | 15 | 439.46 | 68 |
| 7 | 18 | 433.59 | 78 |
| 8 | 20 | 443.02 | 72 |
| 9 | 22 | 455.26 | 73 |
| 10 | 25 | 441.87 | 74 |



Fig 2. Path obtained for Eil51

| Problem Domain | Number of Nodes | Known Optimal Value | ACS <br> Value | Proposed Algorithm |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Group Size | Best Result Obtained | Worst Result Obtained | Pheromone Update Count | Average |
| Eil51 | 51 | 426 | 456 | 12 | 433.59 | 459.41 | 65 | 442.21 |
| Berlin52 | 52 | 7544 | 7549 | 7 | 7544.37 | 8089.46 | 105 | 7784.39 |
| PR76 | 76 | 108159 | $\begin{gathered} 11718 \\ 1 \end{gathered}$ | 3 | 110932.70 | 113143.67 | 116 | 111960.12 |
| ST70 | 70 | 675 | 706 | 7 | 688.78 | 781.19 | 165 | 718.59 |

The experiment result showed in the simulation table 2. The provided table summarize the results of the proposed algorithm on a few test cases and compares it with the results obtained by the ACS component of the algorithm by itself. The first column of the table is the problem domain for the different TSP, second column having the number of nodes (cities) in the problem, in the third and fourth column we reported the known optimal solution and the result obtain by running the ACS algorithm in references [15], the fifth column is the proposed algorithm and its having five parts, in the first part we reported the best group size of the sub problem to obtain the best result, in the second part we report the best result obtain by the respective algorithm, the third column reported the worst result obtained by the respective algorithm, fourth part shows the pheromone update count, and the last column of the table show the average of the results obtain by performing the
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