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Artificial Neural Network Application In Letters 
Recognition For Farsi/Arabic Manuscripts 

 
Farhad Soleimanian Gharehchopogh, Ezzat Ahmadzadeh 

 
Abstract:- Letter recognition for manuscript is one of the categories that has been deliberated in recent years and has many applications. 
Considering variety of hand writings correct recognition of manuscript letter has many difficulties. In literature various algorithms has been used to 
letter recognition for manuscript in different languages. Regarding to artificial neural networks (ANNs) abilities in machine learning, parallel 
processing, flexibility and pattern recognition it would be a convenient method to be used in this field. In this paper, we proposed an ANN based 
algorithm to letter recognition for Farsi/Arabic manuscript. Finally, we illustrate that proposed method is one of the best method to be used in letter 
recognition for Farsi/Arabic manuscript. 
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1 Introduction 
LETTER recognition is one of the categories which has no 
special rule or method and such a system can be designed 
in many different ways .Various methods has been 
proposed for letter recognition and everyone has its own 
advantages and dis advantages. Recognition process is a 
process should have much iteration to gain desired results. 
During letter recognition phase system's reactions and 
behavior of information which is being processed specially 
images including noise should be carefully investigated [1]. 
Majority of hand written images regarding variety of hand 
writings and kind of pen which has been used to write the 
letters has no convenient quality and includes more noise 
rather than typographical letters [2]. So, we encounter 
additional problem to recognize the hand written letters 
.Thus, we have to remove the noises and unused 
information firstly. Every letter has its own characteristics 
which during the processing phase this characteristics 
should be considered carefully [3].Some kind of hand 
written characters are ambiguous and this ambiguity has 
great role in recognition and according to this issue system 
training to recognize this letters will be difficult [4].We can 
classify the letters and put the letters with common 
characteristics in same class. Artificial Neural Network 
(ANN) ability in pattern recognition is more than other 
methods. This ability can be count as an advantage of 
using ANN in letter recognition [5]. Generally, ANN is to be 
used in simulating and solving problem which has no 
special method to solve [8] and letter recognition is one of 
the problems which has no special method or algorithm and 
can be implemented in many ways.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ANN has learning ability and can be trained before using 
and after training and testing the network can be used in 
practice. Learning phase in ANN is with making changes in 
input weights. There are three methods of learning. 
Supervisor learning, unsupervised learning and 
reinforcement learning [6, 13]. We will use supervisor 
learning method in the proposed method which is detailed 
as follows. The aim of this paper is to propose an ANN 
based method to recognize hand written letters which can 
be used in all languages but proposed method is 
investigated for letter recognition for Farsi/Arabic 
manuscript. In fact, the proposed method can be used for 
all other languages. In this paper we have chosen 10 
numbers of Farsi/Arabic manuscript in random. There are 
50 samples of each letter which all of them are stored in 
fixed size .Colored images can cause problem during the 
process. Firstly, we convert colored images to bitmap 
images then we illustrate how to design the layers of 
proposed ANN. The paper deals with the proposed ANN to 
manuscripts recognition in Farsi/Arabic language. Second 
section of paper is a review of literature and methods which 
has been used to recognize hand written letters. Third 
section illustrates how to design proposed ANN and 
determining the layers of designed ANN and showing 
results of the proposed system. Fourth section of this paper 
is conclusions of the proposed method and future works. 

2 MANUSCRIPT RECOGNITION  
Hand written letter recognition is implemented using various 
methods. Jaberian [14] has implemented the hand written 
letters recognition using peak pen movements in his thesis 
which is one of the other methods but in case of carelessly 
writing letters the method is not able to recognize. Kochari 
et al. [14] have proposed new method for typographical 
letter recognition using fuzzy method. The method is not 
convenient for hand written letters but good for 
typographical letters [13]. Chiang [15] presented a new 
method for English hand written letters recognition which 
uses crucial feature of every letter and confusion regions to 
identify the patterns. This the method splits the pattern into 
parts in order to reveal the similarities  and shows crucial 
combination plays an important role to distinguish the 
patterns and also a comparison has been made between 
present method and old ones and have extended 
recognition threshold rate less than 100% [15]. Also 
reference [16] proposed a hybrid neural network recognize 
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English hand written letters. The letter images are the input 
of neural network and segmentation as a preprocessing 
method is done to classify the images. The method uses 
(SOFM) and (MLFM) [16]. Reference [17] proposed another 
method for Arabic letter recognition which uses machine 
learning and a proposed algorithm to recognize them. The 
proposed method manually creates a dictionary to cover 
letters and uses forty samples which has been written by 
different writers and obtains 86.65% recognition accuracy 
[17]. Kang and Brown [10] presented a novel combination 
of the adaptive function neural network (ADFUNN) and on-
line snap–drift learning to recognition of handwritten digits. 
The unsupervised single layer snap–drift is used to extract 
distinct features from the complex cursive letter 
warehouses and the supervised single layer ADFUNN is 
able to solve linearly inseparable problems. The results 
indicate that the combination of these two methods is more 
powerful and simpler than Multi-Layer Perceptron (MLP) for 
this special application. Mahmoudi at al. [18] proposed a 
novel method for handwritten letter recognition by 
employing a hybrid Back Propagation (BP) algorithm in 
ANN with an enhanced evolutionary algorithm which BP 
algorithm is used for the local search and evolutionary 
algorithm is used for the global search of the search space 
for 26 English single alphabetical letters. The results show 
that the designed ANN provides very satisfying conclusions 
with relatively scarce input data and a promising 
performance improvement in convergence of the hybrid 
evolutionary and BP algorithms. This approach is suitable 
to recognizing the Farsi/Arabic manuscripts in various 
styles, but in block separate letters [18]. In addition, 
reference [19] compares the performance of BP algorithm 
with the hybrid evolutionary algorithm (EA) in feed-forward 
neural networks (FFNN) for English letters recognition. 
Also, the evolutionary algorithms evolve the population of 
weights of the neural network during the training phase. 
The results show that the performance of the designed 
ANN is much accurate and convergent for the learning with 
the hybrid evolutionary algorithm. 
 
3 PROPOSED METHOD  
Regarding to images of hand written letters are stored in 
fixed size on computer, ANN like any other methods has its 
own advantages and disadvantages in processing in 
various domains such as software cost estimation in [8], 
medical image processing in [10] and many more. In ANN 
architecture, there are many hidden relationships and 
hidden information between stored data on computer, first 
we use ANN to extract hidden information and relationships 
and learning patterns then use it in practice [9, 11, and 12]. 
Considering ANN’s ability of parallel processing and 
machine learning ability is convenient method to be used to 
letter recognition. In this paper we choose 10 numbers of 
Farsi/Arabic manuscripts that all of them were stored in 
different size but to enter these images to neural network 
we have to resize all of them to be in a standard size so 
that useful information should not be damaged. We resized 
these images to 30 * 25. Now, we use some characteristics 
of each image to recognize it. Chosen letters are shown in 
the figure (1). 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Manuscripts are not linear separable problem. In proposed 
method we use multi-layer perceptron, back propagation 
learning system which is able to learn none linear problem. 
In this method we try to use minimum hidden layers. There 
are different numbers of neurons in each layer. Considering 
that images are stored in 30 * 25 matrix and bitmap, in 
proposed method we enter each row of matrix to a neuron 
of input layer. The matrix of each letter has 30 rows so 
proposed method neural network has 30 neurons in input 
layer. As whole this method can be used to determining of 
input layer in all other languages. So always we consider 
the neurons of input layer equal to image matrix rows. With 
this method neural network will be able to process different 
image sizes and will not be depend on image size. The kind 
of language has no impression on this method. We have 
chosen 10 letters as random and to show 10 letters we 
need 4 bits so we have 4 neurons in output layer. If you 
want to use the method to recognize more letters consider 
the (1). 
 
Number of neurons in output layer= log n   (1) 
 
Where n is the number of letters. Neurons in output layer 
show 0 or 1? Every arrangement of 0, 1 shows a letter as 
(2). 

                                      (2) 
 
 

           
 

  
 
 
 

     
The number of neurons in hidden layer is calculated 
according to (2). 

    

    

  

Figure (1). Sample Random Letters for Letter Recognition 
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Number of neurons in hidden layer = (number of neurons in 
input layer + number of neurons in output layer) /3       (3) 

  
From (4) and testing different number of neurons in hidden 
layer, we gained to H1-H11 numbers of neurons for hidden 
layer. So, proposed method has 30 neurons in input layer 
and 11neurons are in hidden layer and 4 neurons in output 
layer using back propagation learning algorithm in learning 
and testing phases with 1% learning rate as figure        (2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
There are some ways that computer can recognize that 
present image is related to which class. One of them is to 
calculate the average data amount in each row of image 
matrix. In proposed method we use this way of calculating. 
So we calculate sum of data amount in all columns of each 
row and divide it to number of columns for each row. In this 
example number of columns or each row is 25 columns. 
Therefore the result image will be a 30 * 1 matrix. Now we 
calculate this average amount for all images. Therefore, we 
have 40 samples of each letter to train the network and 
letters are 10 numbers, the result matrix will be a 400 * 30 
matrix. Now, we have to determine the target matrix. To 
show 10 states, we need 4 bits as shown in (2). So, the 
target matrix will be a 4 *1 matrix. To coordinate train matrix 
and target matrix consider each row of train matrix as a 
target. So, that target matrix will be a 400 * 4 matrix. Repeat 
all of above steps for test matrix too. In proposed method 
we use sigmoid activation function which the formula is as 
Sigmoid Unit Function (4). 
 
 
              (4) 
 
Back propagation formula for updating weights is as (5) 

              (5) 
 
(5) Computing changes in amount of previous weights. This 

λ  is learning rate and jδ  for output layer is as (6). 
 

              (6) 

(6) Computing New Weights for Output Layer jδ  for 
hidden layer is as (7). 
 
              (7) 
 
 
(7) Computing new weights for hidden layer. 
 
Weight matrix is filled with random data amount. Because 
entering all cells of matrix will be time consuming and 
system may get locked at local optimums. So we use 
random data amount for weight matrix. If the system got 
locked at local optimum for first time, with random weights 
the next time would not be locked at local optimums. After 
finishing above steps the algorithm repeats following steps. 
 

1. Fill the weight matrix with random data 

2. Set the learning rate 1% 

3. for all letters repeat following steps 

1. Weight matrix of hidden layer * inputs 

2. Step 1 output to  

3. Step 2 output * weight matrix of output layer 

4. Step 3 output to  

 

5. Current output – desired output 

6. Sum of error rate from step 5 

7. Weight matrix of hidden layer changes  

 

8. Weight matrix of output layer changes  

 

 

4. End 

5. Update weight matrix of hidden layer 

 

6. Update weight matrix of output layer 

 

7. Test the network with step 5 and 6 weight matrixes 

8. Current output – desired output 

9. Sum of error rate from step 6 

10. If error rate < 1% stop testing 

11. Plot output 

 

TABLE1. FLOWCHART OF BP ALGORITHM 

 

 

 

      

Figure (2) ANN Architecture for Letter Recognition in 
Farsi/Arabic Language 
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We design a method to recognize hand written letters by 
applying MLP and back propagation learning algorithm. The 
data set was divided in two groups with following 
percentage ratios are shown in the table 2. 

Data Type Percentage Number of 
Samples 

Training Data 80% 40 

Testing Data 20% 10 

Total Data 100% 50 

 
TABLE2. DATA PARTITION 

 

By means of above definitions and algorithm the results are 
shown as figure (3) and figure (4). The vertical axis of the 
figure 3 shows the means sum of the errors in each training 
step which they are between 0-1.4. And also, the horizontal 
axis of the figure  3 shows the number of iteration in training 
step which they are between 0-300. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (4) shows error rate in network testing step. As 
shown error rate is decreasing during each step of testing 
and finally arrives to about zero. 

4 Conclusion And Future Works 
Mechanization of reading hand written passages and digits 
has special importance in many places and proposing a 
method to read hand written passages and digits has a 
great importance. In this paper we proposed an ANN based 
method for letter recognition for Farsi/Arabic manuscripts 
which the network with minimum error rate was able to 
recognize discreet letters. Images of letters were resized 
and exchanged to standard size. This method can be used 
for all languages and different image sizes as well as can 
recognize typographical letters and digits. It shows flexibility 
of the proposed method and the result show that when the 
number of iteration is increased, the means sum of the 
errors are minimized. In some kind of languages discrete 
letters will join with each other and consist a word such 
Arabic and Farsi/Arabic languages and so on. This issue 
encounters automatic reading with additional problem. 
Proposing a method to read these passages is one of 
today's needs and would be the subject of future research. 
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