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Preface

These notes were written over a period of years as part of an advanced under-
graduate/beginning graduate course on Algebraic Coding Theory at Michigan
State University. They were originally intended for publication as a book, but
that seems less likely now. The material here remains interesting, important,
and useful; but, given the dramatic developments in coding theory during the
last ten years, significant extension would be needed.

* % % concatenated codes, erasure correcting, LD PC' codes, iterative decoding, codes
on graphs, Viterbi, turbo-codes * * *

The oldest sections are in the Appendix and are over ten years old, while the
newest are in the last two chapters and have been written within the last year.
The long time frame means that terminology and notation may vary somewhat
from one place to another in the notes. (For instance, Z,, Z,, and F,, all denote
a field with p elements, for p a prime.)

There is also some material that would need to be added to any published
version. This includes the graphs toward the end of Chapter 2, an index, and
in-line references. You will find on the next page a list of the reference books
that I have found most useful and helpful as well as a list of introductory books
(of varying emphasis, difficulty, and quality).

These notes are not intended for broad distribution. If you want to use them in
any way, please contact me.
Please feel free to contact me with any remarks, suggestions, or corrections:

jhall@math.msu.edu

For the near future, I will try to keep an up-to-date version on my web page:

www.math.msu.edu\~jhall
Jonathan I. Hall
3 August 2001

The notes were partially revised in 2002. A new chapter on weight enumeration
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was added, and parts of the algebra appendix were changed. Some typos were
fixed, and other small corrections were made in the rest of the text. I particularly
thank Susan Loepp and her Williams College students who went through the
notes carefully and made many helpful suggestions.

I have been pleased and surprised at the interest in the notes from people who
have found them on the web. In view of this, I may at some point reconsider
publication. For now I am keeping to the above remarks that the notes are not
intended for broad distribution.

Please still contact me if you wish to use the notes. And again feel free to
contact me with remarks, suggestions, and corrections.

Jonathan I. Hall
3 January 2003

Further revision of the notes began in the spring of 2010. Over the years I
have received a great deal of positive feedback from readers around the world.
I thank everyone who has sent me corrections, remarks, and questions.

Initially this revision consists of small changes in the older notes. I plan to
add some new chapters. Also a print version of the notes is now actively under
discussion.

Please still contact me if you wish to use the notes. And again feel free to
send me remarks, suggestions, and corrections.

Jonathan I. Hall
9 September 2010
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